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ABSTRACT
Privacy and security concerns have adversely affected the usefulness of many types of techniques that leverage information gathered from deployed applications. To address this issue, we present a new approach for automatically sanitizing failure-inducing inputs. Given an input I that causes a failure f, our technique can generate a sanitized input I’ that is different from I but still causes f. I’ can then be sent to the developers to help them debug f, without revealing the possibly sensitive information contained in I. We implemented our approach in a prototype tool, CAMOUFLAGE, and performed an empirical evaluation. In the evaluation, we applied CAMOUFLAGE to a large set of failure-inducing inputs for several real applications. The results of the evaluation are promising; they show that CAMOUFLAGE is both practical and effective at generating sanitized inputs. In particular, for the inputs that we considered, I and I’ shared no sensitive information.

1. INTRODUCTION
Investigating techniques that capture data from deployed applications to support in-house software engineering tasks is an increasingly active and successful area of research (e.g., [1, 3–5, 13, 14, 17, 21, 22, 26, 27, 29]). However, privacy and security concerns have prevented widespread adoption of many of these techniques and, because they rely on user participation, have ultimately limited their usefulness. Many of the earlier proposed techniques attempt to sidestep these concerns by collecting only limited amounts of information (e.g., stack traces and register dumps [1, 3, 5] or sampled branch profiles [26, 27]) and providing a privacy policy that specifies how the information will be used (e.g., [2, 8]). Because the types of information collected by these techniques are unlikely to be sensitive, users are more willing to trust developers. Moreover, because only a small amount of information is collected, it is feasible for users to manually inspect and sanitize such information before it is sent to developers.

Unfortunately, recent research has shown that the effectiveness of these techniques increases when they can leverage large amounts of detailed information (e.g., complete execution recordings [4, 14] or path profiles [13, 24]). Since more detailed information is bound to contain sensitive data, users will most likely be unwilling to let developers collect such information. In addition, collecting large amounts of information would make it infeasible for users to sanitize the collected information by hand. To address this problem, some of these techniques suggest using an input minimization technique (e.g., [6, 7, 35]) to reduce the number of failure-inducing inputs and, hopefully, eliminate some sensitive information. Input-minimization techniques, however, were not designed to specifically reduce sensitive inputs, so they can only eliminate sensitive data by chance. In order for techniques that leverage captured field information to become widely adopted and achieve their full potential, new approaches for addressing privacy and security concerns must be developed.

In this paper, we present a novel technique that addresses privacy and security concerns by sanitizing information captured from deployed applications. Our technique is designed to be used in conjunction with an execution capture/replay technique (e.g., [4, 14]). Given an execution recording that contains a captured failure-inducing input I = (i₁, i₂, ..., iₙ) and terminates with a failure f, our technique replays the execution recording and leverages a specialized version of symbolic-execution to automatically produce I’, a sanitized version of I, such that I’ (1) still causes f and (2) reveals as little information about I as possible. A modified execution recording where I’ replaces I can then be constructed and sent to the developers, who can use it to debug f.

It is, in general, impossible to construct I’ such that it does not reveal any information about I while still causing the same failure f. Typically, the execution of f would depend on the fact that some elements of I have specific values (e.g., i₁ must be 0 for the failing path to be taken). However, this fact does not prevent the technique from being useful in practice. In our evaluation, we found that the information revealed by the sanitized inputs was not sensitive and tended to be structural in nature (e.g., a specific portion of the input must be surrounded by double quotes). Conversely, the parts of the inputs that were more likely to be sensitive (e.g., values contained inside the double quotes) were not revealed (see Section 4).

To evaluate the effectiveness of our technique, we implemented it in a prototype tool, called CAMOUFLAGE, and carried out an empirical evaluation of 170 failure-inducing in-
puts for several real applications. In the evaluation, we investigated three research questions that are concerned with the feasibility, strength, and effectiveness of the approach. The results of the evaluation show that: (1) our approach is feasible in that, for each input that we considered, CAMOUFLAGgé generated, in a matter of minutes, a sanitized version that reproduced the original failure; (2) the percentage of information revealed by the sanitized inputs ranged from ≈ 60% (in the worst case) to ≈ 2% (in the best case); and (3) even in the worst case, the sanitized inputs were unlikely to reveal sensitive information and could have been safely sent to developers. Although still preliminary, these results are promising and show that our approach can be both efficient and effective at sanitizing inputs that cause failures in real applications.

The contributions of this paper are:

- A novel technique for automatically generating sanitized versions of failure-inducing inputs.
- A prototype tool that implements our technique for Java applications.
- An extensive empirical study that demonstrates the feasibility and effectiveness of our technique.

The remainder of this paper is organized as follows: Section 2 provides an example that we used to motivate our technique. Section 3 describes our technique in detail. Section 4 presents our empirical evaluation. Section 5 presents related work and Section 6 presents our conclusions and possible future work.

2. MOTIVATING EXAMPLE

In this section, we provide an example that will be used in the remainder of the paper to illustrate our technique. Figure 1 shows the code for the example, which is an excerpt from a credit card processing utility that accepts Visa, American Express, and Discover credit cards. The program reads from the command line the credit card number to be processed and passes it to isValidCardNumber, which checks whether the provided number is valid using the Luhn formula (a simple checksumming algorithm). If the credit card number is valid, the program invokes processCard, which determines the type of the credit card number (i.e., Visa, American Express, or Discover) by checking the number’s prefix and processes the card accordingly.

Function processCard contains a fault that can cause the credit card processing utility to incorrectly handle certain credit card numbers. On October 1, 2006, Discover’s prefix was changed from “650” to “65”. Because line 20 of processCard was not updated to reflect this change, valid Discover card numbers that start with “65[1–9]”, such as 6521 1065 6000 0061, are not correctly processed and would cause an UnknownCardType exception to be thrown.

Although this program and fault are relatively simple to understand, failures caused by this fault are good examples of the type of scenario that our technique targets, for two reasons. First, such failures directly involve sensitive information (credit card numbers, in this case), which means that users would likely be unwilling to provide developers

Figure 1: Code excerpt for our motivating example.

3. AUTOMATIC SANITIZATION

Before discussing the details of our approach, we use Figure 2 to illustrate, intuitively, the goal of the approach and the context in which it operates. Given a program P with input domain ID, a failure f, and an input I ∈ ID that causes f, there is in general a subset of the input domain, I′ ⊆ ID, such that every input in I′ causes f. In general, identifying I′ is impossible due to computability issues. However, under some assumptions that we discuss in Section 3.3, it is possible to identify a subset of I′, such that every input in this subset causes the same path as f and causes f.

To compute this subset, our approach uses a specialized version of symbolic execution [25]. Symbolic execution tech-
Figure 2: Intuitive view of a program domain.

niques execute a program using symbolic inputs so that, at each point in the computation, the state is expressed as a function of the input, and the conditions on the input for reaching the current location \( l \) are expressed as a conjunction of constraints called a path condition.

In our approach, we leverage this characteristic of symbolic execution to identify, given a specific input \( I \), a subdomain of \( ID \) whose elements are inputs that cause the program to follow the same path as \( I \). More precisely, our technique performs symbolic execution along the specific path of execution \( p \) caused by \( I \); when failure \( f \) occurs at location \( l \), the computed path condition, \( \phi \), identifies exactly the subdomain that we are looking for—the set of all inputs, including \( I \), that cause \( p \) to be executed and \( f \) to occur at \( l \). We call this set \( I_\phi \). (Note that, in general, the fact that an input satisfies \( \phi \) does not necessarily imply that such input will follow the same path as \( I \) or, if it does, cause \( f \). However, this tends to be the case in most situations, as we discuss in detail in Section 3.3.)

After computing \( \phi \), our approach generates a sanitized input \( I' \) by identifying a satisfying assignment for \( \phi \) that is different from \( I \). To do this, it leverages a solver for Satisfiability Modulo Theories (i.e., a constraint solver), which, intuitively, chooses \( I' \) by selecting an input from \( I_\phi \) \( - \) \( I \).

The strength of our approach (i.e., how well it prevents information about \( I \) from being revealed) depends on two related aspects. First, the solution identified by the solver, \( I' \), must be independent from \( I \). We expect this assumption to be always satisfied, as the solver knows nothing about \( I \) when it solves \( \phi \). Moreover, most constraint solvers utilize some randomness in their search heuristics, so the selection of \( I' \) can be safely considered pseudo-random. Second, the subdomain identified by \( \phi \), \( I_\phi \), must be large enough to guarantee that an enumeration of the domain is impractical in a reasonable amount of time. (Because \( \phi \) can be derived from \( I' \), just as it is derived from \( I \), a trivially small domain allows for easily recovering \( I \), which defeats the purpose of the technique.)

To strengthen our approach, particularly with respect to the second aspect, our approach specializes symbolic execution for our context of use by introducing path condition relaxation. Path condition relaxation is a suite of optimizations to basic symbolic execution that specialize constraint generation so as to increase the size of \( I_\phi \). Intuitively, path condition relaxation loosens overly restrictive constraints, thus allowing for a larger number of solutions, which increases the strength of the approach.

In the rest of this section, we discuss in detail how our technique performs symbolic execution and path condition relaxation.

Path condition:
; constraints from mapChar
\( ccn[8] \geq '0' \land ccn[8] \leq '9' \land \ldots \)
\( ccn[15] \geq '0' \land ccn[15] \leq '9' \land \ldots \)

; constraints from isValidCardNumber
\( (((ccn[0] - '0') \cdot 2) + 9) \land (((ccn[2] - '0') + '0') \cdot 2) \leq 9 \land \ldots \)
\( (((ccn[8] - '0') \cdot 2) + 9) \land (((ccn[10] - '0') + '0') \cdot 2) \leq 9 \land \ldots \)

\( (((ccn[12] - '0') \cdot 2) + 9) \land (((ccn[14] - '0') \cdot 2) + '0') \leq 9 \land \ldots \)

\( (((ccn[13] - '0') \cdot 2) + 9) \land (((ccn[15] - '0') \cdot 2) + '0') \leq 9 \land \ldots \)

Original input: 6510 2556 8418 3585
Sanitized input: 6521 1065 6000 0061

Figure 3: Path condition and sanitized input generated when the code in Figure 1 is run with 6521 1065 6000 0061 as input.

3.1 Symbolic Execution

As we mentioned in the previous section, our technique performs symbolic execution in parallel with a concrete execution, which is similar to what other recent techniques do (e.g., DART [19], CUTE [30], EXE [11], and KLEE [10]). In our case, symbolic execution follows the path corresponding to a given failure-inducing input \( I \) rather than an arbitrary input chosen by the technique. In addition, our approach is only concerned with re-executing a specific, known to be feasible, path \( p \) (rather than exploring multiple, possibly infeasible paths), which helps the scalability of our approach.

To generate path conditions, our technique associates a symbolic variable \( v_i \) with every element of \( I \) and maintains a mapping from each symbolic variable to the location of the associated element (e.g., the first character of the first command line argument or the \( i \)th character of a particular file). For our example in Figure 1, for instance, each character of the command line argument would be associated with a unique symbolic variable: \( i_0 \) is associated with \( v_0 \), which is mapped to the first character of the first argument; \( i_1 \) is associated with \( v_1 \), which is mapped to the second character of the first argument; and so on. The mapping between variables and locations is used to generate \( I' \) from the solution provided by the constraint solver.

As the program executes, program statements are interpreted, and their effect determines (1) the symbolic state of the program, expressed in terms of the symbolic variables, and (2) the current path condition. As an example of a symbolic state, consider two subsequent instructions \( S1: x = i + (j - 5) \) and \( S2: y = x + 2 \) where \( i \) is associated with a symbolic expression \( e \) and \( j \) is associated with symbolic variable \( v_2 \); the value of \( y \) in the symbolic state after \( S2 \)’s execution would be the symbolic expression \( "e+(v_2-5)\cdot2" \).

Like traditional symbolic execution, our technique constructs path conditions incrementally, by appending a new constraint to the current path condition every time a predicate that depends on the symbolic state is executed (i.e., every time a predicate uses one or more values that have an
associated symbolic expression). The constraint encodes the condition on the symbolic variables under which the predicate evaluates in the same way as the concrete execution. To illustrate, we again use our motivating example. When line 24 is executed for the first time, \( c \) is associated with symbolic variable \( v_{12} \), has the concrete value \('1'\), and is compared with character \('0'\). In this case, the predicate evaluates to true because \('1' \geq '0'; therefore, the constraint \("v_{12} \geq '0'\)" is appended to the path condition. Had the predicate evaluated to false, the constraint \("v_{12} < '0'\)" would have been appended instead. Figure 3 shows the complete path condition generated by running the code for our motivating example with 6521 1065 6000 0061 as input.

After generating the path condition, our technique converts it into a representation that a constraint solver can handle. Currently, no constraint solver can handle the complete set of constructs that can be in a symbolic expression, such as multiplication of two symbolic expressions or bit-shifting by a symbolic amount. To handle these cases, our technique leverages a technique called concretization [19,30], which replaces the value of one or more symbolic variables involved in the problematic expressions with their corresponding concrete values. By making some symbolic values concrete, concretization reduces the domain identified by the path condition being solved, thus reducing the amount of information that can be sanitized. Nevertheless, concretization is typically necessary to make the approach practical. On the positive side, constraint solvers are constantly improving, so the number of situations that require concretization is likely to decrease over time.

### 3.2 Path Condition Relaxation

As we mentioned at the beginning of Section 3, path condition relaxation consists of several optimizations that modify the way path conditions are generated to increase the number of solutions for the computed conditions. There are many situations in which path condition construction can be optimized. In the following, we describe the four optimizations that our technique currently uses.

**Array inequality.** Typically, a comparison between two arrays is performed by iterating over the arrays and performing a pairwise comparison between corresponding elements. In traditional symbolic execution, the result of each comparison would be recorded as a constraint in the path condition. Therefore, only inputs that cause every comparison to evaluate the same way as the observed execution would satisfy the path condition. For example, assume that \( a = [1, 2, 3] \), \( b = [1, 2, 4] \), \( a \)'s elements are associated with symbolic expressions \( e_1, e_2, \) and \( e_3 \), and \( b \)'s elements are associated with symbolic expressions \( e_4, e_5, \) and \( e_6 \). Checking the equality of these arrays would add the constraints \("e_1 = e_4\), \("e_2 = e_5\)" and \("e_3 \neq e_6\)" to the path condition.

The key intuition behind our optimization of array comparisons is that such comparisons are essentially atomic operations. Therefore, when arrays are not equal, our technique can replace the constraints that encode the individual comparisons with a constraint that simply requires that at least one comparison evaluates to false (i.e., at least one element is different). For the previous example, the constraint \("v_1 \neq v_3 \lor v_2 \neq v_3 \lor v_1 \neq v_6\)" would be added. All variable assignments that satisfy the original constraints also satisfy the relaxed one, but this latter is also satisfied by many other assignments (e.g., \( a = [2, 2, 3] \), \( b = [1, 2, 4] \)).

**Multi-clause conditionals.** In many languages, commonly used Boolean operators such as “and” and “or” are evaluated with short-circuit or minimal evaluation semantics; only the minimal amount of evaluation is done to determine the value of the expression. For example, consider the conditional \("if(i_1 > 5 || i_2 > 5)\)". If \( i_1 \)'s value is 6, then \("i_2 > 5\)" will not be evaluated, as the outcome of the condition is known after the evaluation of \("i_1 > 5\). Because the rest of the conditional is not evaluated, the path condition will only include the constraint \("v_1 > 5\). Like for array inequalities, such path conditions exclude a large number of assignments that would cause the conditional to evaluate to the same value (e.g., \( a = 0, b = 6 \)).

To generate relaxed path conditions for multi-clause conditionals, our technique generates constraints that encode all clauses in the conditional, not just those evaluated at runtime. For example, if the conditional \("if(i_1 > 5 || i_2 > 5)\)" were to evaluate to true, our technique would generate the constraint \("v_1 > 5 \lor v_2 > 5\). Conversely, if the conditional were to evaluate to false, the constraint \("v_1 < 5 \land v_2 < 5\)" would be generated. Clauses joined by “and” and conditionals comprised of more than two clauses are handled in a similar manner.

**Switch statements.** Switch statements are similar to multi-clause conditionals in that multiple values can cause the switch to jump to the same target (i.e., for default targets or case statements that immediately fall through to their successor). If the default branch is taken, our technique generates a constraint of the form \("v_i \neq c_1 \land \ldots \land v_i \neq c_n\)" where \( v_i \) is the symbolic expression associated with the value compared by the switch statement, and each \( c \) is the value of one of the case statements inside the switch; the constraint forces the value of \( v_i \) to be different from all of the values in the case statements, but does not further restrict the range of values that can be chosen. Conversely, if one of the cases of the switch statement is taken, the technique generates a constraint of the form \("v_i = c_1 \lor \ldots \lor v_i = c_n\)" where \( v_i \) is again, the symbolic expression associated with the value compared by the switch statement, and each \( c \) is one of the values of the cases that branch to the same target.

**Array reads.** Array accesses are another case in which concretization is typically performed. For example, assume that \( a = [2, 0, 1] \), and that \( z \) has the value “0” and is associated with symbolic expression \( e \) when statement \("if(a[z] > 0)\)" is executed. For this statement, \( e \) would be concretized to “0” to ensure that the same path is followed. Similar to the cases we discussed previously, concretizing in this case is unnecessarily restrictive, as multiple values in an array can satisfy the same condition. In our previous example, for instance, the values “2” at index 0 and “1” at index 2 will both cause the conditional to evaluate to true, which means that \( e \) can be equal to either “2” or “0”. To generate path conditions that take this possibility into account, our technique uses an approach similar in nature to the one proposed by Elkalabeh and colleagues [18]. Essentially, our technique encodes a snapshot of the contents of the array into the path condition as sequence of ternary-expressions. Continuing with the previous example, the technique would generate the constraints \("(e == 0) ? 2 : (e == 1) ? 0 : 1 > 0 \land e \geq 0 \land e < 3\)". These constraints ensure that the value of \( e \) is within the bounds of \( a \), but otherwise allow it to be any value that satisfies the conditional.
3.3 Assumptions

Our technique is based on the assumption that any input that satisfies path condition $\phi$ not only follows the same path as the original failure-inducing input $I$, but also results in the same failure $f$. In practice, this requires that the necessary conditions for $f$ are encoded in $\phi$. Intuitively, the only cases in which this assumption does not hold are non-determinism and implicit checks.

If the program being considered is non-deterministic, our technique may not be able to generate sanitized inputs that reproduce the failure because it cannot guarantee that events such as thread switches always occur in the same order. Note that this problem is common to all debugging-related techniques and not specific to our approach. Like for these techniques, the issue could be addressed by leveraging a capture/replay technique that supports deterministic replay (e.g., [4]). (As we stated in the Introduction, our technique is meant to be used in conjunction with a technique for execution capture and replay.)

Implicit checks are checks that are performed by an entity that is external to the application and, thus, are not observable by the symbolic execution. Two typical examples of implicit checks are checks performed by the underlying runtime system (e.g., checks that may result in a division-by-zero or out-of-memory error) and checks performed by a human oracle (e.g., a tester that classifies an execution as failing because the outcome produced is different from the expected one).

Because these checks are not performed by the application, they would not be included as constraints in the path condition $\phi$, and an input that satisfies $\phi$ may fail to reproduce $f$. Although this issue exists, we believe it is of limited relevance in most cases, for several reasons. First, although (some types of) implicit checks occur frequently, we expect that the majority of them will be irrelevant because, as confirmed by our evaluation, they constraint variables that are not directly or indirectly related to the failure. Therefore, in the worst case, our technique could simply ignore cases for which the sanitized input cannot reproduce $f$ and focus on the remaining failures. Second, we can automatically account for implicit checks that occur within the runtime system by making them explicit. To account for division-by-zero errors, for instance, our technique could add an explicit check of the denominator's value every time a division is encountered. Third, in the case of checks that cannot be automatically handled, such as human or external checks, we could either ignore the corresponding failures, as discussed above, or rely on some form of built-in oracle. (This is analogous to relying on an accurate automated oracle, as many automated debugging techniques do.)

4. Evaluation

To evaluate our technique we implemented it in a prototype tool, called Camouflage, and investigated the following research questions:

RQ1: Feasibility—Can our approach generate, in a reasonable amount of time, sanitized inputs that reproduce the original failure?

RQ2: Strength—How much information about the original failure-inducing inputs is revealed by the approach?

RQ3: Effectiveness—Are the sanitized inputs generated by our approach safe to send to developers?

Note that RQ2 provides an objective assessment of our technique; it does not make any assumptions about whether the revealed information is actually sensitive. Conversely, RQ3 does take into account whether the information that is revealed is indeed sensitive.

The remainder of this section discusses Camouflage, our subjects, and our experimental protocol and results.

4.1 Prototype Tool

Our Camouflage tool is a prototype implementation of our technique for applications written in the Java language. It consists of two separate components: the constraint generator and the input sanitizer. (We consider the capture/replay tool that would provide inputs to be sanitized to Camouflage as an external component.) The current implementation of the constraint generator is an extension to NASA's explicit state software model checker for Java software: Java PathFinder (JPF) (http://javapathfinder.sourceforge.net/). We chose JPF as the basis for the constraint generator because it has many capabilities that simplify our implementation (e.g., bytecode overloading and uncaught exception handling) and has been successfully extended with features similar to the ones we need (i.e., concolic execution [23] and symbolic execution [32]). In fact, we were able to reuse some portions of the concolic execution extension in our tool.

To assign symbolic variables to an application's inputs, we use JPF's method interception capabilities to wrap all native methods in the java.io package. Because, ultimately, all file and network inputs are read by these methods, Camouflage can easily associate a symbolic variable with every input read from these sources. To handle other sources of input, we also wrap the main method (to handle command line arguments) and the appropriate methods for reading environment variables and system properties. By default, Camouflage assumes that all inputs are sensitive. However, as a convenience, it also allows users to specify that inputs read from specific sources should not be associated with a symbolic variable. This feature is useful, for example, in cases where it is known that inputs read from certain files or network streams are not sensitive and do not need to be sanitized. To implement our specialized path condition generation (see Section 3.2), we use JPF's bytecode overloading facilities to replace each Java bytecode with a modified version that replicates the instruction's original semantics, but also performs the necessary steps for generating path conditions. Finally, to identify when failures occur, we use JPF's VMListener interface to intercept uncaught exceptions.

When the execution reaches the point of failure, and the failure occurs, the constraint generator writes the recorded path condition to disk. In addition, it also stores a set of constraints that prevent the constraint solver from selecting the original input. These additional constraints are necessary; we have encountered instances, albeit rarely, where without these constraints, the solver happened to select inputs that were unnecessarily similar to the original inputs (i.e., portions of the sanitized input were identical to the corresponding portions of the original input, even though other values could have been chosen). Note that we add these additional constraints as “discardable” constraints that can be ignored if the constraint solver cannot satisfy them. If these constraints could not be ignored, there may be cases where their presence would make the path condition unsatisfiable (e.g., when portions of an input must have a given
value for the failure of interest to occur). Using discardable constraints allows CAMOUFLAGE to handle these situations.

The input sanitizer is implemented as a set of Ruby scripts and works as follows. First, it transforms the constraints produced by the constraint generator into a format understood by the constraint solver. Then, it invokes the constraint solver to find a solution for the constraints. Finally, it transforms the solution provided by the constraint solver into a concrete input that can be sent to developers. As our constraint solver, we choose YICES [16] because of its support for bit vector operations and discardable constraints. Among the constraint solvers that we are aware of, it is the only one to support both of these features. Using bit vectors for symbolic variables allows our implementation to handle bit shifts and masks, which are commonly used in the Java libraries. However, using bit vectors does have one drawback: currently, no constraint solver, including YICES, supports floating point arithmetic on bit vectors. This means that CAMOUFLAGE does not support associating a symbolic variable with floats or doubles.

4.2 Subjects

The goal of our technique is to generate sanitized inputs that cause the same failures as the original input while revealing as little information as possible. To suitably evaluate our technique with respect to this goal, we selected applications with known faults that process information that can be considered private or sensitive: NanoXML (16 faults), which is available from the Software-artifact Infrastructure Repository (SIR) [15], a Java version of printtokens (2 faults), whose original C implementation is also available from SIR; the address book component of the Columba email client version 1.4 (1 fault) (http://www.columbamail.org); and version 1.0 of htmlparser (1 fault) (http://htmlparser.sourceforge.net). For each fault, we selected multiple failure-inducing inputs. For NanoXML and printtokens, we used the failure-inducing inputs provided with the two applications. For Columba and htmlparser, we constructed representative inputs by hand. In total, we used 170 failure-inducing inputs that range in size from several hundred bytes to over 5 megabytes.

4.3 RQ1: Feasibility

The goal of our first research question is to assess whether the amount of time needed to generate sanitized inputs is reasonable and whether the sanitized inputs reproduce the original failure. To generate the data necessary for investigating these questions, we proceed as follows: for each failure-inducing input, we used CAMOUFLAGE to run the application and generate a sanitized version of such input. In addition, we recorded two measurements: (1) the amount of time needed by CAMOUFLAGE to generate the path condition and (2) the amount of time needed by the constraint solver to solve the generated path condition.

The top-half of Figure 4 presents a bar chart that shows, for each fault, the average amount of time CAMOUFLAGE needed to generate path conditions. The bottom-half of the figure shows the average amount of time needed by the constraint solver to solve the generated path conditions. As the figure shows, the amount of time needed to generate path conditions ranges from an average of 162 seconds (for printtokens) to an average of 533 seconds (for htmlparser). The amount of time needed to solve the path conditions ranges from an average of 0.1 seconds (for printtokens) to an average of 15.7 seconds (for Columba). For all of the failure-inducing inputs that we considered, CAMOUFLAGE was able to generate a sanitized version in less than 10 minutes. Because CAMOUFLAGE is designed to run off-line, during idle periods when free cycles are available (e.g., overnight), the approach is clearly practical. Users will only experience the overhead caused by the capture/replay technique used, which have been shown to be in the single digits for modern approaches [4, 14].

To determine whether the sanitized inputs reproduce the original failures, we executed our subject applications with their sanitized inputs and manually inspected the outcomes. We found that all 170 sanitized inputs produced by CAMOUFLAGE successfully reproduced the original failure.

4.4 RQ2: Strength

To assess the strength of the sanitization performed by CAMOUFLAGE, we used the following two metrics: bits of information revealed and residue. The first metric, bits of information revealed, is a standard entropy measure that has been used in related work [12, 33]. Intuitively, it measures how much information is revealed by the technique by calculating how many inputs satisfy the path condition (i.e., the number of inputs in $I_0$). In general, a sanitized input reveals $\sum_{i \in I'} \log_2(x_i)$ bits of information about $I$, where $x_i$ is the number of solutions to the constraints involving $i$ divided by the size of $i$’s input domain. For example, assume that $i_0$ is an 8-bit character (i.e., its input domain contains 256 values) and that 5 of the 256 possible values satisfy the constraints on $i_0$. In this case, $i_0$ reveals approximately 5.76 of the 8 total bits of information about $i_0$. Because computing $x_i$ exactly is difficult and expensive when constraints involve multiple input elements, we chose to use an algorithm by Martin that quickly provides an accurate over-approximation of $x_i$ [28].

The bits-of-information-revealed metric provides a good starting point for assessing the strength of the sanitization. However, its results can be misleading. For example, it is possible to decrease the amount of bits revealed while large portions of the input remain unchanged. To illustrate this situation, consider a program that reads 10 characters as input. Assume that the constraints on each of the last 5 characters have 10 possible solutions, while the first 5 characters must remain the same. If the number of possible solutions for the second 5 characters is increased from 10 to 200, the amount of information revealed decreases from 63.3 bits to 41.7 bits. This decrease correctly indicates that it is now more difficult to recover the original input, but it fails to indicate that half of the input is unchanged, a fact that may be important, especially if the first half of the input is more sensitive than the second half.

Our second metric, residue, addresses this shortcoming. Residue is essentially the number of inputs that remain unchanged after sanitization. For the example mentioned in the previous paragraph, the percentage of residue would not change if the number of possible solutions for the second 5 characters increased from 10 to 200, thus indicating that sanitization may not have been as effective as the bits of information revealed metric would suggest. By using both metrics, we can assess the strength of the sanitization performed by CAMOUFLAGE from multiple perspectives and better judge how much information about the failure-inducing inputs is revealed by their sanitized versions.
Figure 4: Bar charts showing, for each fault, the average amount of time needed to execute the subject and generate the corresponding path condition (top) and average amount of time needed for the constraint solver to find a solution (bottom).

Figure 5: Box plots showing, for each fault, the bits of information revealed as a percentage of the total number of bits in the input (top) and the percentage of residue (bottom) that remains after sanitization.

4.5 RQ3: Effectiveness

The results of RQ2’s investigation provide an objective measure of the sanitation performed by CAMOULAGE. However, without considering whether the revealed information is actually sensitive, it is difficult to accurately assess if sanitized inputs can safely be sent to developers. Performing such an assessment is the goal of the study addressing RQ3. In this study, we conducted an in-depth, qualitative assessment of all the sanitized inputs generated by CAMOULAGE that takes into account whether the revealed information is sensitive. To make this determination, we manually inspected each failure-inducing input and its sanitized version. (As the discussion of the specific sanitization cases in the rest of this section will show, for the subjects we considered the distinction between sensitive and not sensitive was fairly clear-cut.) For all 170 sanitized inputs, we found that they did not reveal any information that we believe to be sensitive. In the rest of this section, we provide a detailed description of our analysis for three sanitized inputs: one for
NanoXML, one for the address book component of Columbia, and one for htmlparser. We chose to present these inputs because, among the failure-inducing inputs for each application, they have the highest percentage of bits of information revealed and residue. Consequently, they are the most likely to actually reveal sensitive information.

Figures 6, 7, and 8 show representations of the portions of the original inputs that can and cannot be changed (i.e., residue) for the inputs we are presenting. In these figures, portions of the inputs that can be changed are colored gray, while portions that cannot be changed are colored black.

**NanoXML.** The input for NanoXML shown in Figure 6 is an XML file available from SIR repository. The fault triggered by this input causes NanoXML to incorrectly handle closing tags. As the figure shows, the portions of this file that cannot be changed do not contain any sensitive information. The literals “DOCTYPE”, “ATTLIST”, and “FIXED” are keywords of the language used to specify document type definitions, and NanoXML specifically checks for their presence. Similarly, the angle brackets, exclamation points, hyphens, double quotation marks, backslashes, and equals signs that cannot be changed are necessary because they define the structure of the XML document. Conversely, portions of the input that are likely to contain sensitive information, such as XML tag names, attribute values, and tag bodies, can all be changed without preventing the modified input from reproducing the failure. Therefore, although a relatively large percentage of the file cannot be changed (≈ 65%), we can consider the input to be sanitized because it contains, to the best of our knowledge, no real sensitive information.

**Columbia.** The input for Columbia shown in Figure 7 is a comma-separated-value file of contact information. The entries in each row are a contact's first name, last name, sort key, nickname, work phone, and home phone. The fault that this file triggers is in a section of Columbia that handles the email portions of each row. Columbia assumes that each contact has either a work or a home email address. If this assumption is violated, as it is by the second-to-last row in the part of the input shown in Figure 7, an exception is thrown. The results of sanitizing this input are similar to the results of sanitizing the input for NanoXML: the structural elements of the file (i.e., the commas that separate the individual fields) cannot be changed, but the non-structural elements (i.e., each contact's first name, last name, and so on) can all be changed. Consequently, we can conclude that the input produced by CAMOUFLAGEd is sanitized (i.e., contains no sensitive information) and can be safely sent to developers.

**htmlparser.** The input for htmlparser shown in Figure 8 is an HTML file taken from the website of one of the authors. The fault that this input triggers is in the tag-processing portion of htmlparser, which scans for pairs of angle brackets and backslashes. This version of htmlparser incorrectly handles several angle brackets around the CDATA portion of the file, which causes a mismatch between opening and closing brackets and leads, ultimately, to an exception being thrown. For this input, the only parts that cannot be changed are the angle brackets and backslashes, which are explicitly matched by the tag parser. Again, the portions of the input that are most likely to be sensitive—the contents of the web page and the style sheet—have all been changed.
Overall conclusions. For the three failure-inducing inputs that we presented above, and the additional 167 inputs that we considered in our evaluation, CAMOUFLAGE was always able to sanitize the inputs by removing all of the portions of the inputs that we considered to be sensitive. These results are encouraging because they provide initial, but strong, evidence that CAMOUFLAGE can generate sanitized failure-inducing inputs that could be safely sent to developers.

4.6 Threats to Validity

Because we used a limited number of subjects and faults, our results may not generalize. However, both the subjects and the faults we considered are real and representative of the type of situations we expect to encounter in practice. Therefore, we believe that these results, albeit preliminary, are promising and warrant additional experimentation with more varied and larger subjects.

5. RELATED WORK

Currently, only a few techniques directly address the problem of eliminating sensitive information from captured data.

The technique most closely related to ours is the one proposed by Castro and colleagues [12], which is also based on symbolic execution. The main advantage of our technique over theirs is the use of a customized symbolic execution algorithm, rather than a traditional one, which enables our approach to generate larger sub-domains and should ultimately result in a more effective sanitization. Although we cannot perform a direct comparison of the two approaches because their implementation (1) works for x86 binaries and (2) is not publicly available, we performed a study to get an initial assessment of the difference in effectiveness between the two techniques. To do this, we developed a Java implementation of Castro and colleagues’ technique using JPF’s symbolic execution engine and compared its performance with the performance of CAMOUFLAGE (in terms of time needed to generate sanitized inputs, bits of information revealed, and residue) when run on our set of subjects and failure-inducing inputs. The results of this comparison show that CAMOUFLAGE required only slightly more time to generate sanitized inputs, and, on average, the sanitized inputs generated by CAMOUFLAGE revealed 30\% less bits of information and contained 40\% less residue. With the caveat of a potential implementation bias, these results provide clear evidence that our technique can be more effective at sanitizing inputs than Castro and colleagues’ technique.

Broadwell and colleagues’ SCRASH tool uses a form of secure information flow (dynamic tainting) to identify where sensitive information is stored inside a crash dump [9]. During an execution, an initial set of data is marked as sensitive. As the execution progresses, any data that is derived from this initial set is also marked as sensitive. Finally, when a crash occurs, any data that is marked as sensitive is excluded from the crash dump that is sent to developers. The main practical limitation of this approach is the difficulty in identifying the initial set of sensitive data—it is unreasonable to expect users to perform this step, and relying on the application’s developers is equivalent to trusting them with access to the sensitive data. Furthermore, unlike our technique, SCRASH does not attempt to sanitize sensitive data, but simply avoids sending it to the developers, which would result in a loss of potentially useful information on the developers’ side. In addition, their technique is performed on-line and, unlike our technique, may subject users to high runtime overheads.

Wang and colleagues propose an approach, PANALYST [33], that aims to reconstruct failure-inducing inputs on developers’ machines by using a combination of dynamic taint analysis, symbolic execution, and collection of answers to questions sent to a client running on the user’s machine. Answers provided by the client determine which direction the symbolic execution takes when encountering branches that depend on sensitive information and what values are read or written by memory accesses through sensitive pointers. The client will answer all questions that do not involve sensitive information, but will only disclose up to a pre-determined amount of sensitive information. Like for SCRASH, the main practical limitation of this technique is the difficulty in identifying which information is sensitive and how much sensitive information is safe to send to developers. In addition, there are also technical limitations that may prevent the approach from scaling beyond the stateless packet processing application on which it has been evaluated.

In addition to the techniques that are directly related to ours, there is also a large body of work that is concerned with anonymizing data sets (e.g., databases or spreadsheets) before they are released to the public (e.g., [31,34,36]). These approaches try to maintain statistical properties of the data (e.g., the distribution of ages across a population) while preventing users of the data from uniquely identifying a specific record (e.g., the age of a specific individual). Typically, this is accomplished by merging data (e.g., ages 0–18 are grouped together) or by adding random noise to the data. Because the conditions for reproducing a failure are typically very specific, these approaches are not suitable for our scenario.

White-box dynamic test generation and fuzzing techniques (e.g., [10,11,19,30,32]) are also tangentially related to our technique. Instead of solving path conditions to obtain a new set of inputs to reach a known failure, they iteratively generate, negate, and solve path constraints to explore multiple execution paths.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a novel technique for sanitizing inputs that cause failures. Given a failure-inducing input, our technique (1) identifies an input set that includes this input together with other inputs that induce the same failure and (2) selects an input different from the initial one from this set. To do this, our technique leverages a specialized version of symbolic execution and various optimizations that aim to increase the size of the failure-revealing input set (so as to increase the effectiveness of the sanitization).

We also presented CAMOUFLAGE, a prototype implementation of our approach for Java programs, and an empirical evaluation of CAMOUFLAGE on 170 failure-inducing inputs for several real applications. The results of the evaluation show that our approach is feasible and effective. For each failure-inducing input that we considered, CAMOUFLAGE was able to generate a sanitized version that reproduced that original failure in less than 10 minutes; an amount of time that is well within the length of typical idle periods on a user’s machine. Moreover, manual investigation of the sanitized inputs shows that they do not reveal any potentially sensitive information contained in the original inputs, and could therefore be safely sent to developers.
As future work, we will investigate additional metrics for quantifying the strength of the sanitization. Bits of information revealed and residue constitute a useful starting point, but, as we mentioned in the paper, they fail to account for all aspects of privacy loss. Most importantly, they do not consider the relative sensitivity of different parts of the inputs. In addition, we believe that for many users these metrics would be difficult to use effectively, as they provide no indication of what is an acceptable percentage of bits of information revealed or residue. As our evaluation shows, even when a sanitized input reveals a relatively large amount of information, it may still be safe to send to developers.
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